
DAC09: After Media: 
Embodiment and Context
Volume Editors: Lanfranco Aceti and Simon PennyD A C  0 9
after media :
e m b o d i m e n t
a n d  c o n t e x t

VOL 17 NO 2  VOLUME EDITORS LANFRANCO ACETI AND SIMON PENNY 

CONTRIBUTORS STEPHANIE BOLUK, MAURO CARASSAI, KENNY CHOW, 

SHARON DANIEL, KRISTEN GALVIN, FOX HARRELL, SNEHA VEERAGOUDAR 

HARRELL, GARNET HERTZ, JI-HOON FELIX KIM, PATRICK LEMIEUX, 

ELISABETH LOSH, MARK MARINO, MICHAEL MATEAS, CHANDLER B. 

MCWILLIAMS, CARRIE NOLAND, ANNE SULLIVAN, NOAH WARDRIP-FRUIN, 

JICHEN ZHU

LEA is a publication of Leonardo/ISAST.

SPECIAL ISSUE



L E O N A R D O E L E C T R O N I C A L M A N A C  V O L  1 7  N O  2 I S S N  1 0 7 1 - 4 3 9 1       I S B N  9 7 8 - 1 - 9 0 6 8 9 7 - 1 6 - 1

Copyright 2012 ISAST

Leonardo Electronic Almanac

Volume 17 Issue 2

January 2012

ISSN: 1071-4391

ISBN: 978-1906897-16-1

The ISBN is provided by Goldsmiths, University of London

lea publishing & subscription information

Editor in Chief

Lanfranco Aceti lanfranco.aceti@leoalmanac.org

Co-Editor

Özden Şahin ozden.sahin@leoalmanac.org

Managing Editor

John Francescutti john.francescutti@leoalmanac.org

Art Director

Deniz Cem Önduygu deniz.onduygu@leoalmanac.org

Graphic Designer

Zeynep Özel

Editorial Assistant

Ebru Sürek

Editors

Andrea Ackerman, Martin John Callanan, Connor Graham, 

Jeremy Hight

Editorial Board

Peter J. Bentley, Ezequiel Di Paolo, Ernest Edmonds, Felice 

Frankel, Gabriella Giannachi, Gary Hall, Craig Harris, Sibel Irzık, 

Marina Jirotka, Beau Lotto, Roger Malina, Terrence Masson, 

Jon McCormack, Mark Nash, Sally Jane Norman, Christiane 

Paul, Simon Penny, Jane Prophet, Jeffrey Shaw, William 

Uricchio

Contributing Editors

Nina Czegledy, Susan Collins, Leonardo Da Vinci, Anna 

Dumitriu, Vince Dziekan, Darko Fritz, Marco Gillies, Davin 

Heckman, Saoirse Higgins, Jeremy Hight, Denisa Kera, Frieder 

Nake, Vinoba Vinayagamoorthy

Editorial Address

Leonardo Electronic Almanac

Sabanci University, Orhanli - Tuzla, 34956 

Istanbul, Turkey 

Email

info@leoalmanac.org

Web

www.leoalmanac.org

www.twitter.com/LEA_twitts

www.flickr.com/photos/lea_gallery

www.facebook.com/pages/Leonardo-Electronic-

Almanac/209156896252

»

»

»

»

Copyright © 2012

Leonardo, the International Society for the Arts, 

Sciences and Technology

Leonardo Electronic Almanac is published by:

Leonardo/ISAST

211 Sutter Street, suite 501

San Francisco, CA 94108

USA

Leonardo Electronic Almanac (LEA) is a project of Leonardo/

The International Society for the Arts, Sciences and Technol-

ogy. For more information about Leonardo/ISAST’s publica-

tions and programs, see http://www.leonardo.info or contact 

isast@leonardo.info.

Leonardo Electronic Almanac is produced by 

Passero Productions.

Reposting of this journal is prohibited without permission of 

Leonardo/ISAST, except for the posting of news and events 

listings which have been independently received.

The individual articles included in the issue are © 2012 ISAST.

2

http://www.leoalmanac.org 
http://www.twitter.com/LEA_twitts 
http://www.flickr.com/photos/lea_gallery 
http://www.facebook.com/pages/Leonardo-Electronic-Almanac/209156896252
http://www.facebook.com/pages/Leonardo-Electronic-Almanac/209156896252


L E O N A R D O E L E C T R O N I C A L M A N A C  V O L  1 7  N O  2 I S S N  1 0 7 1 - 4 3 9 1       I S B N  9 7 8 - 1 - 9 0 6 8 9 7 - 1 6 - 1 I S S N  1 0 7 1 - 4 3 9 1       I S B N  9 7 8 - 1 - 9 0 6 8 9 7 - 1 6 - 1 V O L  1 7  N O  2  L E O N A R D O E L E C T R O N I C A L M A N A C

I would like to welcome you to the first special vol-
ume of the Leonardo Electronic Almanac. DAC09: 
After Media: Embodiment and Context, is a volume 
that generated from the conference by the same 
name that Prof. Penny chaired at the end of 2009. 

DAC09: After Media: Embodiment and Context is the 
first of a series of special volumes of the Leonardo 
Electronic Almanac that are realized in collaboration 
with international academic, editors and authors. 

Prof. Penny was inspired for this LEA special issue by 
the continuous developments in the interdisciplinary 
arena and in the fields of new media and digital art 
culture. He wanted to collate research papers that 
would provide the seeds for innovative thinking and 
new research directions. The authors featured in this 
volume, to whom we are most grateful for their hard 
work, will provide the reader with the opportunity to 
understand and imagine future developments in the 
fields of digital art culture and interdisciplinarity.

As I look at the electronic file of what we now inter-
nally refer to simply as DAC09 the first issue of the 
revamped LEA, Mish Mash, printed and delivered by 
Amazon, sits on the desk next to my keyboard. The 
possibilities and opportunities of e-publishing, which 
also has physically printed outcomes, provide me with 
further thoughts on the importance and necessity of 
the work that is done by ‘small publishers’ in the aca-
demic field. The promising news of a new open access 
journal to be launched by The Wellcome Trust or the 

‘revolution’ of researchers against Elsevier through 
the website http://thecostofknowledge.com/ with 
9510 Researchers Taking a Stand (Thursday, April 12, 
2012 at 10:57 Am) highlights the problems and issues 
that the industry faces and the struggles of young 
researchers and academics. 

The contemporary academic publishing industry has 
come a long way from the first attempts at e-publish-
ing and the revolution, if it can be defined as such, has 
benefited some and harmed others.

As the struggle continues between open access and 
copyrighted ownership,1 the ‘revelation’ of a lucrative 
academic publishing industry, of economies of scales, 
of academics exploited by a system put in place by 
publishing giants (into which some universities around 
the globe have bought into in order to have an inter-
nationally recognized ranking system) and the publish-
ers’ system of exploitation structured to increase the 
share of free academic content to then be re-sold, 
raises some essential questions on academic activity 
and its outputs. 

The answers to these problems can perhaps be found 
in the creativity of the individuals who participate 
in what is, at times, an harrowing process of revi-
sions, changes, reviews, replies and rebuttals. This is 
a process that is managed by academics who donate 
their time to generate alternatives to a system based 
on the exploitation of content producers. For these 
reasons I wish to thank Prof. Simon Penny and all the 
authors who have contributed to DAC09: After Media: 
Embodiment and Context.

Simon Penny in his introduction to this first LEA spe-
cial volume clearly states a) the importance of the 
DAC09 and b) the gravitas and professional profile of 
the contributors. These are two points that I can sup-
port wholeheartedly, knowing intimately the amount 
of work that this volume has required in order to 
maintain the high standards set by Mish Mash and the 
good reception it received. 

For this reason in announcing and presenting this first 
special volume I am proud to offer readers the pos-
sibility of engaging with the work of professionals who 
are contributing to redefining the roles, structures 
and semantics of new media, digital art practices and 
interdisciplinarity, as well as attempting to clarify what 
digital creativity is today and what it may become in 
the future. 

The field of new media (which are no longer so new 
and so young – I guess they could be better described 
as middle aged, slightly plump and balding) and digital 
practices (historical and contemporary) require new 

definitions and new engagements that move away 
from and explore beyond traditional structures and 
proven interdisciplinary partnerships.

DAC09: After Media: Embodiment and Context is a vol-
ume that, by collating papers presented at the DAC09 
conference, chaired by Prof. Simon Penny, is also 
providing recent innovative perspectives and planting 
seeds of new thinking that will redefine conceptualiza-
tions and practices, both academic and artistic.

It also offers to the reader the possibility of engaging 
with solid interdisciplinary practices, in a moment in 
which I believe interdisciplinarity and creative prac-
tices are moving away from old structures and defini-
tions, particularly in the fraught relationship between 
artistic and scientific disciplines. If ‘cognitive sciences’ 
is a representation of interdisciplinarity between artifi-
cial intelligence, neurobiology and psychology, it is also 
an example of interdisciplinary interactions of rela-
tively closely related fields. The real problem in inter-
disciplinary and crossdisciplinary studies is that these 
fields are hampered by the methodological problems 
that still today contrapose in an hierarchical structure 
scientific methodologies versus art and humanities 
based approaches to knowledge. 

This volume is the first of the special issues published 
by LEA and its appearance coincides with the newly 
revamped website. It will benefit from a stronger level 
of advocacy and publicity since LEA has continued to 
further strengthen its use of social platforms, in ful-
fillment of its mission of advocacy of projects at the 

Making Inroads: Promoting 
Quality and Excellency of 
Contemporary Digital Cultural 
Practices and Interdisciplinarity
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intersection of art, science and technology. DAC09 will 
be widely distributed across social networks as open 
access knowledge in PDF format, as well as being avail-
able on Amazon.

I extend a great thank you to all of the contributors 
of DAC09: After Media: Embodiment and Context and 
wish them all the very best in their future artistic and 
academic endeavors.  

Lanfranco Aceti 
Editor in Chief, Leonardo Electronic Almanac
Director, Kasa Gallery
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special volume of the Leonardo Electronic Almanac to 

be followed by many others that are currently in different 

stages of production, each of them addressing a special 

theme and focusing on bringing to the mainstream of 

the academic debate new forms of thinking, challenging 

traditional perspectives and methodologies not solely in 

the debates related to contemporary digital culture but 

also in the way in which these debates are disseminated 

and made public.

To propose a special volume please see the guidelines 

webpage at: http://www.leoalmanac.org/lea-special-

issues-submission-instructions/

REFEREnCEs AnD notEs

1. Thomas Lin, “Mathematicians Organize Boycott of a Pub-

lisher,” The New York Times, February 13, 2012, 

http://www.nytimes.com/2012/02/14/science/research-

ers-boycott-elsevier-journal-publisher.html (accessed 

March 20, 2012). 

6 7

http://www.nytimes.com/2012/02/14/science/researchers-boycott-elsevier-journal-publisher.html
http://www.nytimes.com/2012/02/14/science/researchers-boycott-elsevier-journal-publisher.html


L E O N A R D O E L E C T R O N I C A L M A N A C  V O L  1 7  N O  2 I S S N  1 0 7 1 - 4 3 9 1       I S B N  9 7 8 - 1 - 9 0 6 8 9 7 - 1 6 - 1 I S S N  1 0 7 1 - 4 3 9 1       I S B N  9 7 8 - 1 - 9 0 6 8 9 7 - 1 6 - 1 V O L  1 7  N O  2  L E O N A R D O E L E C T R O N I C A L M A N A C

This volume of lea is composed of contributions 
drawn from participants in the 2009 Digital Art 
and Culture conference held at the University of 
California, Irvine in December 2009. DAC09 was the 
eighth in the Digital Art and Culture conference series, 
the first being in 1998. The DAC conference series is 
internationally recognized for its progressive inter-
disciplinarity, its intellectual rigor and its responsive-
ness to emerging practices and trends. As director of 
DAC09 it was these qualities that I aimed to foster at 
the conference. 

The title of the event: After Media: Embodiment and 
Context, was conceived to draw attention to aspects 
of digital arts discourse which I believe are of central 
concern to contemporary Digital Cultural Practices. 

“After Media’ queries the value of the term ‘Media 
Arts’ – a designation which in my opinion not only 
erroneously presents the practice as one concerned 
predominantly with manipulating ‘media’, but also 
leaves the question of what constitutes a medium in 
this context uninterrogated. ‘Embodiment and Con-
text’ reconnects the realm of the digital with the larger 
social and physical world. 

‘Embodiment’ asserts the phenomenological reality 
of the fundamentally embodied nature of our being, 
and its importance as the ground-reference for digital 
practices. ‘Embodiment’ is deployed not only with 
respect to the biological, but also with reference to 
material instantiations of world-views and values in 
technologies, a key example being the largely uninter-
rogated Cartesianisms and Platonisms which populate 
computational discourse. Such concerns are ad-
dressed in contemporary cognitive science, anthropol-
ogy and other fields which attend to the realities of 
the physical dimensions of cognition and culture. 

‘Context’ emphasises the realities of cultural, historical, 
geographical and gender-related specificities. ‘Context’ 
brings together site-specificity of cultural practices, 
the understandings of situated cognition and practices 
in locative media. The re-emergence of concerns 
with such locative and material specificity within the 
Digital Cultures community is foregrounded in such 
DAC09 Themes as Software and Platform Studies and 
Embodiment and Performativity. 

The DAC09 conference included around 100 papers by 
an international array of contributors. In a desire to be 
maximally responsive to current trends, the confer-
ence was to some extent an exercise in self-organisa-
tion by the DAC09 community. The call for papers and 
the structure of the event was organized around nine 
conference themes which were themselves the result 
of a call to the community for conference themes. The 
selected themes were managed largely by those who 

proposed them. Much credit for the success of the 
event therefore goes to these hard-working ‘Theme 
Leaders’ : Nell Tenhaaf, Melanie Baljko, Kim Sawchuk, 
Marc Böhlen, Jeremy Douglass, Noah Wardrip-Fruin, 
Andrea Polli, Cynthia Beth Rubin, Nina Czegledy, Fox 
Harrell, Susanna Paasonen, Jordan Crandall, Ulrik 
Ekman, Mark Hansen, Terry Harpold, Lisbeth Klastrup, 
and Susana Tosca, and also to the Event Organisers: 
David Familian, Michael Dessen, Chris Dobrian, Mark 
Marino and Jessica Pressman. I am particularly grate-
ful to Ward Smith, Information Systems Manager for 
DAC09, who for two years, as my sole colleague on the 
project, managed electronic communications, web de-
sign and the review and paper submission processes 
amid, as he would put it, a ‘parade of indignities’. In the 
several months of final planning and preparation for 
the event, the acumen and commitment of Elizabeth 
Losh and Sean Voisen was invaluable.

I first published on what we now refer to as digital arts 
in 1987. 1 Not long after, I was lucky enough to have 
the opportunity to attend the first IsEA conference 
in 1988. Since that date I have been actively involved 
in supporting the development of critical discourses 
in the field, as a writer, an editor and an organizer of 
events. My role as director of the DAC09 conference 
gave me a perspective from which to reflect on the 
state of digital arts discourse and its development 
over two decades. As I discussed in a recent paper, 2 
the first decade on media art theory was a cacopho-
nous interdisciplinary period in which commentators 
from diverse fields and disciplines brought their exper-
tise to bear on their perceived subject. This created a 
scenario not unlike that of various viewers looking into 
a house via various windows, none of them perceiv-
ing the layout of the house, nor the contents of the 
other rooms. In the ensuing decade, a very necessary 
reconciliation of various disciplinary perspectives has 
occurred as the field has become truly a ‘field’. 

While post structuralist stalwarts such as Deleuze 
and Derrida continue to be referenced in much of the 
more critical-theory oriented work in Digital Cultures, 
and the condition of the posthuman and posthumanist 
are constantly referenced, theoretical reference points 
for the field are usefully broadening. The emerging 
field of Science and Technology Studies has brought 
valuable new perspectives to media arts discourses, 
counterbalancing the excesses of techno-utopianism 
and the sometimes abstruse intellectualism of post-
structuralist theoretical discourses. In this volume, 
Mark Tuters provides an exemplar of this approach 
in his Forget Psychogeography: Locative Media as 
Cosmopolitics, bringing Rancière and Latour to bear 
on a discussion of HCI, Tactical Media and Locative 
Media practices. Tuters provides a nuanced argument 
replete with examples which questions the sometimes, 
superficial and dogmatic re-citation of the originary 
role of the Situationists with respect to such practices. 
At DAC09, Connor McGarrigle also took a thoughtful 
revisionist position with respect to the Situationists. 3 

In this context, the new areas of Software Studies 
and Platform Studies have emerged and have been 
nurtured in previous DAC conferences. In this spirit, 
Chandler McWilliams attempt to “thread the needle 
between a reading of code-as-text that obfuscates 
the procedural nature of code, and an overly techni-
cal description of programming that reinstates the 
machine as the essential arbiter of authentic acts 
of programming” is emblematic of the emergence 
of Software Studies discourses which are quintes-
sentially interdisciplinary and erudite on both sides 
of the science wars divide. Similarly, Mark Marino’s 
meditations on heteronormativity of code and the 
Anna Kournikova worm call for what he calls Critical 
Code Studies, here informed by queer theory. In their 
proposal for an ‘AI Hermenteutic Network’ Zhu and 
Harrell address the question of intentionality, a familiar 
theme in AI critical discourse (i.e., John Searle ‘Minds, 

Two decades of 
Digital Art and Culture 
An introduction to the LEA DAC09 special edition 

Simon Penny

Director of DAC09
Professor of Arts and Engineering
University of California Irvine
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Brains and Programs’ 1980). Citing Latour, Agre, 
Hayles and others, they offer another example of the 
science-wars-sidestepping technical development 
based in interdisciplinary scholarship noted in the 
discussion of Chandler McWilliams’ contribution. 

Another trend indicative of the maturation of this field 
is its (re)-connection with philosophical discourse. In 
this context, the deep analysis of Electronic Litera-
ture in terms of Wittgensteinian Language Games 
by Mauro Carassia is something of a tour de force. 
While a tendency to extropianism is here not explicitly 
discouraged, this discussion places such technologi-
cal practices squarely as indicators of transition to 
post-human subjectivity, and in the process, open the 
discussion to phenomenological, enactive and situated 
critiques as well a drawing in the relevance of pre-
cognitivist cybernetic theorisation. 

One of the aspects of contemporary media arts 
discourse which I hoped to foreground at DAC09 was 
questions of embodiment and engagement with com-
temporary post-cognitivist cognitive science. Several 
papers in the current collection reflect such con-
cerns, and indeed they were foregrounded in several 
conference themes. One example of the value of the 
application of such theory is evidenced in Kenny Chow 
and Fox Harrells leveraging of contemporary neour-
science and cognitive linguistics in their deployment 
of the concept of “material-based imagination” in their 
discussion of Interactive Digital Artworks. In a quite 
different approach to embodiment and computation, 
Carrie Noland discusses choreography and particularly 
the choreography of Cunningham, with reference to 
Mauss and Leroi-Gourhan, and with respect to digital 
choreographic tools. 

The DAC community did not choose to make Game 
Culture a focal theme in DAC09 – perhaps because 
the field has grown so quickly and has built up a struc-

ture of conferences and journals. Nonetheless, gaming 
culture was referenced throughout the event, and was 
the subject of numerous presentations, such as Josh 
and Karen Tannenbaums reconsideration of ‘agency 
as commitment to meaning’, which addressed the 
acknowledged problematic of the tension between 
authorial and user agency in terms of a critique of 
the humanist subject. Like wise, phraseology such as 
Boluk/Lemieux’s: “player performance in and around 
games has matured to the point of beginning to 
express underlying serial logics through heavily man-
nered gameplay mechanics” (in their contribution to 
this volume) signals the establishment of a mature 
and erudite critical theory of games and gaming. On 
a more technical note, Sullivan/WardripFruin/Mateas 
make an argument for enriching computer game play 
by application of artificial intelligence techniques to 
the authoring of ‘quests’. 

As Digital Arts became established as a practice the 
question of pedagogy inevitably arose – what to teach 
and how to teach it. Though rhetorics of convergence 
pretend to the contrary, one cannot dispute the 
profound epistemological and ontological dilemmas 
involved in attempting to bring together intellectual 
environments of such disparate communities as en-
gineers, artists and critical theorists, in the classroom 
and the lab. Interdisciplinarity was therefore the 
ground upon which these programs were developed, 
and each context inflected that idea with its own color. 
My own reflections on the subject are published at 
Convergence. 4 It therefore seemed timely to address 
pedagogy at DAC09. In the process of elaboration of 
digital cultural practices, such emerging practices have 
themselves come into consideration as pedagogi-
cal tools and systems. In this volume, Elizabeth Losh 
surveys and discusses various pedagogical initiatives 
(mostly in Southern California) deploying digital tools 
and environments. In a contribution which crosses 
between the pedagogy thematic and concerns with 

cognition, Harrell and Veeragoudar Harrell offer a re-
port on a science, technology, engineering, and math-
ematics (stEm) educational initiative among at-risk 
students which considers the relationships between 
users and their virtual identities.

In his essay, Garnet Hertz discusses the work of three 
artists – Reed Ghazala, Natalie Jeremijenko, and Tom 
Jennings. None of them ‘media artists’ in the conven-
tional sense, they, in different ways and for different 
purposes, re-purpose digital technologies. Round-
ing out this volume is presentation of two online 
artworks by Sharon Daniels which were presented at 
DAC09. Public Secrets and Blood Sugar are elegant 
web-based art-works, both poetic and examples of a 
committed activist practice.

In my opinion, this collection offers readers a survey of 
fields addressed at DAC09, and an indication key areas 
of active growth in the field. Most of them display 
the kind of rigorous interdisciplinarity I regard as 
characteristic of the best work in the field. While the 
science-wars rage on in certain quarters, in media arts 
discourse there appears to be an attitude of intelligent 
resolution – a result in no small measure of the fact 
that a great many such commentators and theorists 
have taken the trouble to be trained, study and prac-
tice on both sides of the great divide of the ‘two cul-
tures’, and to take the next necessary step of attempt-
ing to reconciling or negotiate ontologies traditionally 
at odds. This professional profile was very evident at 
DAC09 and is represented by many of the contributors 
in this volume. Such interdisciplinary pursuits are in my 
opinion, extremely intellectually demanding. The obvi-
ous danger in such work is of superficial understand-
ings, or worse, a simple re-citation of a new canon of 
interdisciplinary media studies. Dangers that, happily, 
none of the papers grouped here, and few of the 
papers presented at DAC09, fell victim of. ■

The electronic proceedings of DAC09 are available at this link: 

http://escholarship.org/uc/ace_dac09
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Computer systems designed explicitly to exhibit human-like intention-
ality (seeming to be about and directed toward the world) represent a 
phenomenon of increasing cultural importance. In the discourse about 
artificial intelligence (AI) systems, system intentionality is often seen as a 
technical property of a program, resulting from its underlying algorithms 
and knowledge engineering. By contrast, this article proposes a humanistic 
framework of the AI hermeneutic network, which states that along with 
any technical aspects, system intentionality is narrated and interpreted by 
its human creators and users. We pay special attention to system authors’ 
discursive strategies in constructing system intentionality. Finally, we dem-
onstrate the utility of our theoretic framework with a close reading of a full-
scale AI system, Douglas Hofstadter and Melanie Mitchell’s Copycat.
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1. INTRODUCTION

Human interaction with technical artifacts is of-
ten mediated by treating them as if they are alive. 
We exclaim, “my car doesn’t want to start,” or “my 
computer loves to crash.” Yet, of increasing cultural 
importance are computer systems designed explicitly 
to appear intentional. These systems exhibit complex 
behaviors usually seen as in the domain of intentional 
human phenomena, such as planning, learning, and 
reasoning. Compared with more instrumental pro-
grams, such as Adobe Photoshop, intentional systems 
appear to produce output about or directed at certain 
things in the world rather than the mere execution of 
algorithmic rules. 

Intentional systems are of particular relevance to 
digital arts and culture as they provide new ways of 
conveying meanings and expressing ideas. 1 Indeed, 
many salient examples of intentional systems can be 
found in music (e.g., George Lewis’s interactive music 
system Voyager, Gil Weinberg & Scott Driscoll’s ro-
botic drummer Haile), visual arts (e.g., Harold Cohen’s 
painting program AARon), storytelling (e.g., Michael 
Mateas and Andrew Stern’s drama manager in Fa-
çade) and other cultural artifacts (e.g., Pleo, a popu-
lar robotic dinosaur toy). In all these examples, the 
inanimate computer systems seem to display beliefs, 
desires and other mental states of their own, whether 
through music notes, color palettes, playful behaviors, 
or otherwise.

The growing number of intentional systems requires a 
thorough understanding of the nature of intentional-
ity in the context of computers and how such system 
intentionality is formed. Our discussion draws heavily 
on artificial intelligence (AI) as it is the technological 
foundation of intentional systems. The series of cross-
disciplinary debates about AI between the 1980s 
and the early 1990s offer various insights of system 
intentionality at large. Among the various approaches, 
Daniel Dennett 2 argued that system intentionality 
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connects to one of the most important strategies that 
humans use to predict the behaviors of other humans, 
animals, artifacts, and even ourselves – the intentional 
stance. This evolutionary skill requires the observer to 
treat those entities as rational agents with beliefs and 
desires in order to predict their potential behaviors. 
For instance, we may not know exactly how Pleo, the 
robotic dinosaur, is constructed internally, but we can 
nevertheless make sense of and predict its behaviors. 
We can interpret its visible behaviors as a manifesta-
tion of its emotions and desires such as a craving for 

“food” and attention. Dennett subsequently defined 
the systems to which we apply intentional stance as 
intentional systems.

This article aligns with the core of Dennett’s theory, 
that is, the system intentionality is not a technical or 
ontological property of computers, as many computer 
scientists and theorists may believe. However, we pro-
pose to rethink the definition of intentional systems. 
Recent studies have also shown that people can ap-
ply the intentional stance to almost all artifacts. 3 For 
most people, certain digital artifacts (e.g. Pleo) afford 
intentional readings much more easily than others 
(e.g. Photoshop). This observation raises the ques-
tion about the boundary of intentional systems and 
calls for further understanding of the phenomenon of 
system intentionality.

In this article, we introduce the AI hermeneutic net-
work, a new framework to highlight system author’s 
narration as an equally important element as users’ in-
terpretation in the formation of system intentionality. 
More specifically, we call critical attention to the use 
of intentional vocabulary as a key component of the 
author’s discursive strategies in their narrations. This 
article is based primarily on part of Zhu’s dissertation 

4 along with several papers co-authored by Harrell 
and Zhu. We first present our theoretical framework 
informed by both the humanities and the AI com-

munity. Next, we introduce our new construct of the 
AI hermeneutic network, which argues that system 
intentionality arises from a complex meaning-making 
network that incorporates software authors’ discur-
sive narration and users’ hermeneutic interpretation of 
system intentionality in a broad social context. Finally, 
we demonstrate the effect of the AI hermeneutic net-
work through a close reading of a full-scale AI system, 
Copycat. In addition to the source code of Copycat, 
we look closely into a substantial corpus of the techni-
cal literature produced by the system authors, which 
is a rich and yet relatively unexplored area in software 
studies and critical code studies.

2. THEORETICAL FRAMEWORK

The topic of intentionality is of longstanding concern 
in philosophy. Reintroduced by Franz Brentano 5 in 
the late nineteenth century and later taken up by Hus-
serl, 6 the concept is often considered as the linkage 
between the “inexistence” of human mental phe-
nomena and the material establishments and states 
in the world. In modern philosophy, it is commonly 
understood as “aboutness,” 7 defined as “that prop-
erty of many mental states and events by which they 
are directed at or about or of objects and states of 
affairs in the world.” 8 Intentional mental states, which 
include beliefs, desires and other states, are not free-
floating thoughts, but are always about or directed at 
something in the world. This means that our beliefs 
and desires do not exist in abstract forms. Instead, 
they are always about certain states (e.g., I believe 
that it is going to rain tomorrow) or directed at certain 
objects (e.g., his desire for a flashy sports car).

Many scholars have insisted that intentionality is an 
intrinsic aspect of the human existence and not ap-
plicable to machines. A renowned argument, among 
others, is John Searle’s “Chinese Room.” 9 Searle 

argues that computers’ ability to complete highly so-
phisticated tasks is not grounded in their intentionality 
as in humans, which is a prerequisite for intelligence. 
In comparison, Dennett’s theory of intentional stance 
challenged the existence of intrinsic intentionality and 
asserted that intentionality is derived by the observer 
in the case of both humans and machines. It is hence 
possible for artifacts to display similar phenomenon. 
In the rest of this section, we continue this direction 
by examining several relevant works from both the 
humanities and the scientific community and discuss 
how our approach extends them.

2.1 Lessons from Alife
Artificial Life (Alife) is a research area that studies life 
and its process through computer simulation. It bears 
many resemblances to AI and intentional systems, for 
they all share the goal of constructing computer sys-
tems that display phenomena not commonly associat-
ed with machines – either aliveness or intelligence/in-
tentionality. Critical understandings of Alife therefore 
are of particular use to unpack system intentionality.

Seeking to understand how it is “possible in the late 
twentieth century [for Alife researchers] to believe, or 
at least claim to believe, that computer codes are alive 

– and not only alive, but natural,” N. K. Hayles 10 stud-
ied the Alife research community by “looking not only 
at the scientific content of the [Alife] programs but 
also at the stories told about and through them.” She 
discovered that three levels of narratives are essential 
to the field. The first level includes “representations, 
authorial intention, anthropomorphic interpretation” 
of Alife computer programs. By observing how Alife 
researchers construct the narratives so that they are 
tightly interwoven into the operations of the program 
through terms such as “mother cell,” “daughter cell,” 

“ancestor,” Hayles argues, “the program operates as 
much within the imagination as it does within the 
computer.” Narratives at the second level, in compari-

son, are concerned with Alife as a legitimate research 
area within theoretical biology. In the pursuit of this 
goal, researchers frame their programs not as biology-
inspired simulations, but as life-as-it-could-be, a more 
general framework containing traditional biology (i.e., 
life-as-we-know-it) as a special case. The third level 
establishes the relationship between Alife and the 
present and future of terrestrial evolution forms. Alife, 
according to the narratives, is not a simulation of the 
human, but rather a model to understand the pros-
pect of human race. 11 

Hayles’s analysis of Alife and what she calls “the na-
ture and artifice of Artificial Life” demonstrates how 
Alife researches actively negotiate the meaning of 
their technical practice through complex discourses. 
Her methods of revealing the “multilayered system 
of metaphors and material relays through which ‘life,’ 
‘nature,’ and the ‘human’ are being redefined” directly 
influenced our own framework of the AI hermeneutic 
network. 

System intentionality, as argued below, is deeply dis-
cursive as well. Built on Hayles’s work, our analysis 
further extends the notion of authors’ discursive strat-
egies to include addressing their technical practices. 
We argue that these narratives of system intention-
ality are not deceptive or conceal the “real” system op-
eration. Instead, they are entrenched in the technical 
practice, both of which are constitutive elements of AI. 
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2.2 The “Epidemic” of Intentional Vocabulary
The use of intentional vocabulary, such as “reasoning,” 

“planning,” and “learning,” is so pervasive in AI that it 
is almost impossible to describe any AI algorithm or 
system operations without using it. Theorist and AI 
practitioner Philip Agre once argued, “the purpose 
of AI is to build computer systems whose operation 
can be narrated using intentional vocabulary.” 12 In 
the technical community, however, the significance of 
intentional narrations is generally not acknowledged.

How can AI practitioners ignore the significance of 
these intentional terms, which occur so frequently in 
their work? The answer is what Agre points out as the 

“dual character of AI terminology”:

A word such as planning … has two very differ-
ent faces. When a running computer program is 
described as planning to go shopping, for example, 
the [AI] practitioner’s sense of technical accom-
plishment depends in part upon the vernacular 
meaning of the word... On the other hand, it is only 
possible to describe a program as “planning” when 

“planning” is given a formal definition in terms of 
mathematical entities or computational structures 
and processes. 13 

The elasticity of these terms to switch between for-
mal and vernacular meanings has two fundamental 
functions. It enables the low-level machine operations 
to be connected to system intentionality through nar-
rations. Equally important, it ensures that intentional 
narrations are seamlessly interwoven into the techni-
cal practice of AI. 

Among the very few practitioners who noticed AI’s 
reliance on intentional terms, Drew McDermott 14 
considered these words misleading and harmful to the 
field and practitioners themselves. He criticized the 
use of intentional vocabulary as “wishful mnemonics,” 
and saw it as “a major source of simple-mindedness 

in AI programs.” Intending to stop this epidemic of 
“contagious wishfulness,” McDermott urged his fellow 
practitioners that, instead of naming their programs 

“UnDERstAnD” or “tHInk,” all disciplined program-
mers should give them names that do not reveal their 
intended functions – such as “g0034.” Then, the 
practitioners can decide if the operation of “g0034” 
still convinces themselves or anyone else that it imple-
ments some part of understanding or thinking.
 
Even Agre’s attitude towards intentional vocabulary 
can be ambiguous at times. On the one hand, he de-
nies that the strategic elasticity of these key terms is 
a conscious deception by the AI community. On the 
other hand, he admits such use of intentional vocabu-
lary is “self-defeating” because these terms inevitably 
link AI to a much larger discourse based on reflections 
of their vague meanings. Consequently, AI practitio-
ners will “find it remarkably difficult to conceptualize 
alternatives to their existing repertoire of technical 
schemata.” 12
The AI community’s reservations about the intentional 
vocabulary seem to speak to a romanticized notion of 

“science,” which portrays a “disciplined” practitioner as 
a neural channel between her subject and the knowl-
edge she produces. Any subjective interpretation and 
narration need to be eliminated; after all, we should 
let nature speak for itself. The problem, however, is 
that nature cannot speak. Even in natural sciences, as 
Latour 15 cogently points out, part of a scientist’s mis-
sion is to be the spokesperson for what is inscribed by 
her instruments. A practitioner’s narration therefore 
can never be disassociated from her work completely.

The “contagious” use of intentional vocabulary is not 
because it is “deceptive,” but because it is necessary 
to the practice of AI. A “g0034”-titled program with-
out the narration of its author is like an unread result 
inscribed on complicated lab equipment, waiting for 

the scientist to be its “mouthpiece.” Similar to the 
Alife researchers above, the AI practitioners’ task is 
to create artifacts with certain properties that were 
deemed to be “sacred” to humanity. The elasticity 
of the intentional vocabulary provides AI practitio-
ners with an effective discursive device, whether it is 
used consciously or otherwise. Without the glue of 
intentional vocabulary, in certain aspects, the field of 
AI would collapse. An AI practitioner’s discursive con-
struction of system intentionality through narrations 
therefore is as constitutive as her technical work.

3. THE AI HERMENEUTIC NETWORK

Our framework of the AI hermeneutic network (Fig. 
1) argues that system intentionality arises from a her-
meneutic communication process. It incorporates two 
equally important components: the system author’s 
discursive narration and the user’s hermeneutic read-
ing of the system in their respective contexts. In this 

framework, authors and users negotiate meaning 
through both the system (e.g., source code, interface, 
and system output) and the related discourse (e.g., 
technical publications, media coverage, and authors’ 
blogs). 16 A more detailed explanation of this frame-
work can be found in Zhu’s dissertation. 17 In this 
article, we focus on the author’s narration, in particular 
their use of intentional vocabulary.

A system author’s narration, as argued above, should 
be distinguished from a kind of subterfuge story that 
obscures rather than explains system function. Unlike 
fictional fairy tales, practitioners’ narrations of sys-
tem intentionality are an indispensable element of AI. 
When a practitioner claims that her system is capable 
of “planning”, what is at work is that the term’s formal 
meaning temporarily takes over its vernacular signifi-
cation. When a lay user, or sometimes an AI practitio-
ner herself, encounters such discourse relating to the 
system, she may take on the vernacular meaning of 

“planning” as a lens to interpret system operation. 

Figure 1. The AI Hermeneutic Network
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answer is “pqs,” after replacing the last letter with its 
alphabetic successor.

In particular, Hofstadter and Mitchell’s focus is to 
model the human “mental fluidity” by algorithmically 
constructing not only correct, but “insightful” analo-
gies. Another correct answer to the problem above 
is “pqd” (always replacing the last letter with “d”), but 
most people find this analogy less insightful. To fully 
appreciate the type of analogical fluidity the system 
authors intend to achieve, it is worthwhile to look at a 
more complex problem: “abc → abd, pqqrrr → ?” Fol-
lowing the logic of the previous problem, one may 
answer “pqqrrs,” “pqqsss,” or “pqqddd.” However, if we 
convert each letter in the first pair into its alphabetic 
position (e.g. “a” is 1, “b” is 2…) and use that number 
to determine how many occurrences each letter has 
in the second group (e.g., once for “p”, twice for q…), 
we get a new answer of “pqqrrrr.” To many, the last 
solution is more insightful because it fluidly maps the 
concept of “alphabetic position” to “group size.” This 
type of analogy is what Copycat was constructed to 
perform.

4.1 The Corpus and Method
In addition to the source code of Copycat, we include 
over 200 pages of major technical articles and book 
chapters published by the authors. 20 We also incor-
porate additional material of Hofstadter’s interviews 
with the mass media, non-technical articles, and per-
sonal websites, all of which provide us with the social 
context of the project and the authors’ ideological/
philosophical positions on issues related to intentional 
systems.

Our method is threefold. We first analyzed the tech-
nical, social, cultural contexts in which Copycat was 
built. Next, we performed a close reading of the 
corpus. Each article was carefully analyzed to identify 
the authors’ rhetorical strategies to construct system 

In the meantime, users bring their own experiences 
and social/cultural backgrounds in order to make 
sense of computer systems. Researchers in informa-
tion studies, for instance, have conducted ethno-
graphic studies of how users hermeneutically read 
quantitative data provided by information systems and 
contextualize these “cold and objective categories 
and numbers” with the real-life situations. 18 As part 
of a feedback loop, users’ collective experiences with 
intentional systems will shape our society’s dominant 
view of intentionality and intelligence, which in turn 
may be incorporated by AI researchers into their 
evolving formal definition of the key intentional terms. 

Many other social agents, or “actants” in the terminol-
ogy of actor-network theory also participate in the 
hermeneutic meaning exchange process between 
the system author and the user. 19 Funding agen-
cies, mass media corporations, government policies, 
economic developments, other similar AI systems, etc. 
are all part of the network in which the hermeneutic 
communication of system intentionality takes place. In 
many cases, the clear distinction between author and 
user evaporates; many users of AI research projects 
are AI practitioners themselves who are developing 
related systems.

4. CASE STUDY: A CLOSE READING OF COPYCAT

In order to demonstrate the utility of the AI herme-
neutic network, this section presents a close reading 
of Copycat, a full-scale AI system. The Copycat project 
was developed by Douglas Hofstadter and his Ph.D. 
student Melanie Mitchell between 1984 and 1995. Its 
research goal is to gain better understanding of the 
human analogy making process by building computer 
models. The domain of Copycat is alphabetic analogi-
cal mapping problems, such as “abc → abd, pqr → 
?” (“if abc is to abd, then pqr is to what?”) A correct 

intentionality. Each instance of discursive strategies 
was documented and carefully scrutinized to identify 
the patterns and trends. Finally, we contextualized the 
authors’ narrations in their ideologies and beliefs in AI. 
Are they firm supporters of the Strong AI hypothesis? 
How do they compare the operation of their system in 
regard to related human cognitive processes? These 
are important questions to help us further connect 
the discursive strategies identified from the previous 
step to the authors’ grand goals.

4.2 The Two Languages of Copycat
In this article, we present the primary results from our 
close reading of the corpus. Overall, we identified two 
paralleling languages, one intentional and the other 
formal/technical, co-existing simultaneously in Hof-
stadter and Mitchell’s discourse of Copycat. In order 
to draw contrast to them, we first artificially separate 
them into two different narratives of Copycat. Never-
theless, we do not suggest the separate existence of 
an “objective” technical language and discursive one. 
These two semiotic systems are tightly intertwined 
with and dependent on one another. The two lan-
guages of Copycat are aligned with Michael Mateas’s 
observation of the coexistence of code machine and 
rhetorical machine. 21 Both works argue that the 
technical practice of AI is intrinsically discursive. 

A Stochastic Local Search Program. Copycat is a sto-
chastic local search program. It receives three charac-
ter strings (String 1, String 2, and String 3) as input and 
generates a single output character string. During the 
process, Copycat performs a stochastic local search in 
a particular search space, optimizing a certain heuristic 
function. Its search space is all possible structures that 
can relate the three input strings together. Each struc-
ture is a graph built from a set of predefined primitive 
constructs, such as “b is the successor of a.” A struc-
ture captures the relations between the three input 
strings and determines the compatibility of the primi-

tive constructs appearing inside. Copycat maximizes 
a heuristic function, that is, the extent to which the 
proposed structure captures all the regularities and 
relations among the three input strings. The system 
may terminate its search at any point in time. Based 
on its heuristic function, the better the structure con-
structed by the system, the higher the probability of 
termination. Once the search stops, the system gener-
ates an output string according to the transformation 
operations specified by the current structure. This 
means that the same operations that transform String 
1 to String 2 will be applied to String 3 in order to 
derive the output string. 

A Fluid Analogy Maker. Intermingled with the tech-
nical discourse, the intentional narration portrays 
Copycat as a fluid analogy maker, emphasizing the 
program’s human-like psychological plausibility in its 
algorithmic operation. Modeled on fluid human analo-
gy-making process, Copycat is capable of constructing 

“insightful” analogies through the “slippage” of con-
cepts from one to another, such as from “alphabetic 
order” to “group size.” In its process, Copycat simul-
taneously deploys many small pieces of code, called 
codelets, to perform various tasks such as creating 
or destroying a structure, evaluating how promising 
a particular structure is, and creating more codelets. 
They can be seen as the enzymes in biological cells, 
where each enzyme does only one very small task, but 
the combination of thousands of them manages to 
fulfill complex tasks.

One example of how these two languages intermingle 
is the “happiness” level of each of Copycat’s many 
codelets. Once any codelet’s happiness level drops 
below a certain threshold, the system will dedicate 
more resources to it. Most people, including AI prac-
titioners, will be quick to agree that “happiness” is an 
explicit intentional term. Unlike “planning” or “learning,” 
its highly subjective and emotional undertone stands 
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system intentionality. Examples of each strategy can 
be found in Fig 2. 

First, intentional verbs are heavily used throughout 
the corpus to describe Copycat’s underlying operation. 
Some frequently used words in the primary corpus 
include “know,” “resist,” “understand,” “prefer,” etc. A 
representative example is “Copycat tends to resist 
bringing numbers into the picture, unless there seems 
to be some compelling reason to do so.” These inten-
tional verbs effectively portray the system as an inten-
tional entity, with its own belief and desire to come up 
with insightful analogies. 

Second, some of Copycat’s key data structures and 
functions are referred to using names of human cogni-
tive faculties and human mental states. For instance, 

in stark contrast to any formal definition based on 
machine operation. This rather bold choice of termi-
nology, however, contributes to Copycat’s psychologi-
cal plausibility, one of its authors’ main research goals. 
The term “happiness” not only lends itself to one of 
the most common human psychological states, but 
also makes possible the intended narrative that Copy-
cat’s operation follows the common wisdom that “the 
squeaky wheel gets the oil.”

Of course, any intentional narration completely dis-
connected from the technical operation will be just a 
castle in the air. The architectural design of Copycat’s 
happy codelets is also technically sound because an 

“unhappy” element corresponds to a weak structure. 
By focusing on the weakest point in the ensemble, the 
system maximizes the chance of improvement. 

4.3 Three Main Discursive Strategies
The example of codelets’ “happiness” levels shows 
that the two language systems of Copycat are con-
nected to each other through the use of intentional 
vocabulary. In the main corpus, we identified three 
discursive strategies frequently deployed by the sys-
tem authors to connect its algorithmic operation and the possible analogical structures that Copycat con-

structs are called “point of views.” Similarly, Copycat 
has “long-term memory,” “drive,” “desire,” and “per-
sonality.” These terms not only establish close ties 
between the system’s operations to human cognitive 
processes, but also indirectly contribute to its system 
intentionality. 
  
Finally, and more subtly, the system’s operation is 
often benchmarked with human and other forms of 
life (e.g., cells and ants). Although the content may 
vary depending on the context, these arguments typi-
cally take the following form: A (creative) human faced 
with situation X will react with action Y; Copycat also 
performs action Y in this situation X. The underlying 
implication is that Copycat’s operation can be seen as 
similarly intelligent, intentional, and creative as human. 
An example is:

In particular, people are clearly quicker to recog-
nize two neighboring objects as identical than as 
being related in some abstract way… [Copycat] 
tends to spot them [(neighboring identical ob-
jects)] and to construct them more quickly than 
it spots and constructs bonds representing other 
kinds of relationships. 22

In addition to the types of discursive strategies, we 
also identify when the authors rely more on inten-
tional narrations. Fig. 3 illustrates the frequency of 
intentional narrations – defined as the number of 
intentional vocabulary on each page – in different sec-
tions of Hofstadter and Mitchell’s article. 23 It shows 
that when the authors set the goal of Copycat (in the 

“Introduction” section) and discuss the fluidity of its 
analogies (in the third section, whose full title is “The 
Emergence of Fluidity in the Copycat Architecture”), 
they tend to use intentional vocabulary more often. 
The sections with lower frequency (Section 2 and 5) 
are concerned with topics of system architecture and 
performance.

Figure 3. The Frequency of Intentional Narration (in Hofstadter and Mitchell 1995)

Figure 2. Three Main Discursive Strategies (Emphasis Added)

Discursive Strategies Examples 

intentional verbs “Just as the program knows the immediate neighbors 
of every letter in the alphabet …”

“Copycat tends to resist bringing numbers into the 
picture …”

human cognitive faculties & mental states “[The Slipnet] can be thought of, roughly, as Copycat’s 
long-term memory.”

“Copycat must reconcile a large number of mutually 
incompatible local desires (the technical term for this 
is ‘frustration’).”

“... and those data provided some of the most impor-
tant insights into the program’s ‘personality.’”

benchmarking human & other life forms A (creative) human faced with situation X will react 
with action Y, and Copycat also performs action Y in 
this situation X. 
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5. CONCLUSION

In summary, this article has introduced a humanistic 
and interpretive framework to analyzing intentional 
systems through the AI hermeneutic network. Differ-
ent from seeing system intentionality as an intrinsic 
(technical) property of software, we highlight an actor-
network of which software is just one component. Here, 
we primarily focus on the technical literature surround-
ing software systems, so far a relatively unexplored area 
in software studies.

By applying this framework to a full-scale AI system, 
we have identified various discursive strategies that 
the system authors used to narrate the system inten-
tionality of Copycat. The use of intentional vocabulary, 
as we have shown, connects the discursive and tech-
nical requirements of the system. In this regard, the 
practice of AI is fundamentally technical and discur-
sive at the same time. This often-neglected discursive 
aspect of software stresses the importance of critical 
understandings of complex technological artifacts.

As part of our future work, we plan to apply the AI her-
meneutic network to other AI systems and to expand 
it into a more general framework of software herme-
neutics. Certainly, many of the issues pertinent to AI 
can also be applied to the broader domain of software. 
The burgeoning area of Software Studies, explored by 
researchers such as Lev Manovich, Noah Wardrip-Fruin, 
Mathew Fuller, Mark Marino, Jeremy Douglass, and 
others, points to a recognition of the need for software 
studies methods. Part of our contribution is to critically 
analyze the practice of AI from the vantage point of an 

insider-outsider. Just as an ethnographer who, when 
living in a different culture, must (ideally) become a 
member of the group being studied, we base our work 
on our experiences as AI practitioners. Yet, we also 
bring in techniques and lenses from afar. Our critique 
of, and approach to, AI and intentional systems are 
informed by the lenses of textual analysis, literary the-
ory, and related approaches from the humanities. The 
resulting concept, the AI hermeneutic network, is the 
basis for an approach that contextualizes computation-
al systems in a broader network of discourse practices, 
human interpretation, and social and cultural practices 
of information dissemination and exchange. ■
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